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I

随着云计算和大数据时代的到来，虚拟化技术已经深入各行各业，其中服务器虚拟化技术

备受关注，服务器虚拟化技术的应用也在不断扩展和升级。通过虚拟化技术将物理资源抽象整

合，动态进行资源分配和调度，实现数据中心的自动化部署，大大降低了数据中心的运营成本、

提高了运维效率、提升了 IT 服务质量。掌握服务器虚拟化技术的相关知识和技能已经成为 IT

从业者的必备素质，关系到企业效益和发展，也影响从业者的职业生涯和发展。

本书的设计思路是按照高等职业教育“理论够用、注重实践”的原则，着重培养学生的动

手实践能力。通过调查研究企业社会对云服务器的配置与管理方面的要求，制订相关的理论教

学内容和实践内容。课程以企业真实项目为背景，以业界领先的 VMware vSphere 为例，来讲解

服务器虚拟化平台的设计、部署和运维。本书采用“项目化教学”和“任务驱动”的方式，按

照项目的实施步骤（项目需求分析、项目设计、项目实施部署和项目运维测试）对知识进行了

重构，将实际的项目进行分解，从而让学生掌握服务器虚拟化的相关知识、掌握虚拟化的配置，

提升服务器虚拟化的使用技能，直至完整掌握 vSphere 虚拟化的使用。同时，本书响应新时期国

家对职业教育的新要求，落实立德树人根本任务，贯彻《高等学校课程思政建设指导纲要》和

党的二十大精神，将专业知识与思政教育有机结合，实现价值引领、知识传授和能力培养紧密

结合。

本书为学生提供理论和实践结合的学习内容，使其掌握虚拟化技术的设计、实施和管理等

方面的知识和技能，适应当下 IT 行业发展趋势和企业需求。全书内容分为 4 个模块 12 个任务，

涵盖了虚拟化技术的各个方面，包括虚拟化项目的分析与设计，虚拟化项目的实施（ESXi 主机

安装与配置、vCenter Server 安装与配置、vSphere 网络配置和 vSphere 存储配置），虚拟化项目

的运维（虚拟机迁移、高可用性、分布式资源调度管理、虚拟机管理）和虚拟化项目的备份与监

控。每个任务都包含任务描述、任务目标、素养小课堂、知识储备、任务实施和任务扩展等内

容。每个任务都配有操作视频，可以使用手机扫描二维码进行观看或者在学习通中进行线上学

习。所有的理论知识都要通过技能训练方能掌握或理解；通过“讲”和“练”教授学生服务器

虚拟化的设计和实施步骤。

本书可作为高等职业院校云计算技术应用、计算机网络技术等计算机相关专业的教材，通

过学习，学生可以全面掌握服务器虚拟化技术的相关知识和技能，了解虚拟化技术在企业中的

应用和实践，提高职业素养和专业技能，为将来的职业发展打下坚实的基础。同时，本书还可

以作为 IT 从业者的参考书和学习资料，帮助他们了解虚拟化技术的最新发展和趋势，提高工作

效率和 IT 服务质量。

本书由邝月娟确定教材的整体框架，负责教材内容的策划和审核，确保内容的准确性和

完整性。邝月娟、罗卓君和欧阳炜昊负责模块一、模块二和模块三的编写。黄翔、万新负责

前  言
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模块四的编写。李艳梅负责素养小课堂内容的编写并整理、核对全书内容。尽管作者水平有

限，且编写时间比较紧迫，但本书经过了认真的审校和修改，力求提供准确和完整的信息。如

果读者在阅读本书时发现任何问题或有任何意见和建议，欢迎通过电话或电子邮件与我们联

系，我们将不胜感激并积极改进。本书附有软件安装包和配套视频等资源，有需要者可致电

13810412048 或发邮件至 2393867076@qq.com 领取。

编者

 2023 年 8 月
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任务 1.1　虚拟化项目背景概述

任务描述

小杨大学毕业后，成立了一家网络科技有限公司，主要承建网络搭建和云计算技术相关服务。现某

甲方，一家电商连锁，在当地运营商机房托管有 60 台服务器，每年托管费用 30 万元（每台服务器每年

托管费用 5000 元）。每台服务器配置 1 个 CPU，16GB 内存，4 块 300GB 的硬盘配置 RAID 5，这些应

用有 OA、分店业务和总部业务应用中心。随着公司的发展，托管物理服务器的数量会越来越多，并且

现在业务中心应用处理速度比较慢，业务中心也需要升级。公司技术部门经过多方评估，决定使用服务

器虚拟化技术解决以上问题，要求利用旧的机器，仅仅使用 4 台服务器完成数据中心的升级，这样托管

服务器数量由原来的 60 台减少到 4 台，托管费用每年节省 28 万元。

项目组采用服务器虚拟化技术解决以上问题。服务器虚拟化已经是大多数企业的基础架构。企业有

众多的服务器运行在虚拟化平台中。使用虚拟化技术可以减少运维与维护成本，提高硬件资源的利用率

和整合率，提升整体业务应用水平，减少故障停机与维护的时间，提升 IT 业务应用系统的可靠性级别。

对于众多虚拟化技术的初学者，或者想从事虚拟化与系统集成工作的工程师，或者想了解虚拟化技

术具体应用的信息中心主管与技术人员，首先需要了解服务器虚拟化的基础知识和实施服务器虚拟化的

流程。

任务目标

知识目标

（1）了解虚拟化技术及其特点。

（2）掌握虚拟数据中心的定义、基本原理。

（3）了解服务器虚拟化的实现技术。

（4）了解虚拟化项目实施的生命周期和流程。

能力目标

（1）能识别服务器的配置及其参数的意义。

（2）能熟练使用虚拟软件 VMware Workstation。

（3）能理解项目的实施流程。

素质目标

（1）提升自我规划的能力。

（2）培养善于收集信息的能力。

（3）为从业者的职业发展奠定坚实的基础。
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知识储备

知识 1.1.1　虚拟化

虚拟化（Virtualization），是指通过虚拟化技术将一台计算机虚拟为多台逻辑计算

机，在一台计算机上同时运行多个逻辑计算机，每个逻辑计算机可运行不同的操作系

统，并且应用程序都可以在相互独立的空间内运行而互不影响，从而显著提高计算机的

工作效率。它是一种资源管理技术，是将计算机的各种实体资源，如服务器、网络、内

存及存储等，予以抽象、转换后呈现出来，打破实体结构间的不可切割的障碍，使用户

可以用比原本更好的方式来应用这些资源。

虚拟化技术种类很多，例如：软件虚拟化、硬件虚拟化、内存虚拟化、网络虚拟化、桌面虚拟化、

服务器虚拟化、虚拟机等。在实际的生产环境中，虚拟化技术主要用来解决高性能的物理硬件产能过剩

和老的、旧的硬件产能过低的重组重用，使底层物理硬件透明化，从而最大化实现物理硬件对资源的

利用。

最常见的虚拟化软件提供商有 Citrix、IBM、VMware、Microsoft 等，国产虚拟化平台有云宏 

CNware 等。

（1）Citrix。Citrix 公司主要有三大产品——服务器虚拟化产品 Citrix Hypervisor、应用虚拟化产品

Citrix Virtual Apps 和桌面虚拟化产品 Desktops，后两者是目前最成熟的桌面虚拟化与应用虚拟化产品。

企业级虚拟桌面基础架构解决方案大部分都是使用 Citrix 公司的 Citrix Virtual Apps 和 Desktops 的结合。

（2）VMware。VMware 是业内虚拟化最为领先的厂商。VMware 的虚拟化产品一直以其易用性和

高管理性得到广泛认同。但受其架构的影响限制，VMware 主要是在 x86 架构服务器上有较大优势，而

非真正的 IT 虚拟化。

（3）CNware。CNware 是国产拥有自主知识产权的虚拟化平台，用于构建兼容各种虚拟化技术的

资源池，包括资源统一管理软件（Wincenter）、云中间件（WCE）、虚拟化技术（Winserver）。 Wincenter 

针对数据中心各种资源池进行统一管理，实现资源弹性伸缩、安全高可靠、自动化运维等功能；WCE 

云中间件实现对 x86 和小型机等设备的自动发现与管理，兼容跨厂商的虚拟化技术； Winserver 是

CNware 自有的虚拟化技术，为云计算数据中心实现底层虚拟化，通过对物理资源、虚拟资源、业务资

源统一管理，为应用系统提供高性能、高安全、高可靠的计算、存储、网络服务，构建高度可用、按需

服务的虚拟数据中心。

知识 1.1.2　数据中心

企业需要多台服务器支持，每台服务器运行一个单一的组件，这些组件有数据库，文件服务器、应

用服务器、中间件，以及其他的各种配套软件。这种对外提供服务的数据中心都是基于 Internet 网络基

础设施的，称为 IDC（Internet Data Center）。数据中心用于运行应用系统来处理业务数据，运行 IT 基

础设施集中提供计算、存储或其他服务，还可以用于数据备份。数据中心是一整套复杂的设施，不仅仅

包括计算机系统和与之配套的设备，还包含冗余的数据通信连接、环境控制设备、监控设备以及各种安

全装置。一般传统的数据中心架构如图 1-1-1 所示。

视频 1-1-1

项目需求分析
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数据库服务器 各类业务服务器 备份主机

业务网络

存储网络

主存储 备份存储
机房配套设施

图 1-1-1　传统的数据中心

虚拟数据中心（Virtual Data Center，VDC）通过虚拟化技术将物理资源抽象整合，动态进行资源分

配和调度，实现数据中心的自动化部署，大大降低数据中心的运营成本，是一种新型的数据中心形态。

它将服务器的物理资源抽象成逻辑资源，让每一台服务器变成几台甚至上百台相互隔离的虚拟服务器，

不再受限于物理上的界限，而是让 CPU、内存、磁盘、I/O 等硬件变成可以动态管理的“资源池”，从

而提高资源的利用率、简化系统管理、实现服务器整合，让 IT 对业务的变化更具适应力。服务器虚拟

化前后对比如图 1-1-2 所示。

图 1-1-2　虚拟化前后对比图

知识 1.1.3　虚拟化项目的生命周期

组建与维护虚拟化数据中心是一个综合与系统的工程，每个项目的生命周期一般是 5~8 年。在项

目前期要进行产品选项，在项目开始要进行规划设计安装配置，在项目运行维护阶段要迁移系统到虚拟

化环境中。在项目运行期间要做好备份和运维以及补丁的升级工作，在项目的后期要做好升级规划，然

后开始下一个新的周期（在此阶段开启系统的迁移与升级）。一个完整的虚拟化项目应该包括产品选型、

设计配置、产品运行维护（备份恢复、故障解决）、迁移升级 4 个阶段。

（1）产品选型阶段。在这个阶段，要根据用户的需求、现状、预算和场地等情况，为客户选择合适

的软、硬件产品。软件包括虚拟化软件、备份与运维管理软件，硬件包括服务器（品牌、CPU、内存、

虚拟化后

App App App App App App App App App App

win win win win winlinux linux linux linux linux

资源池化

虚拟化层 虚拟化层 虚拟化层

虚拟化前

App App App

windows linux linux

Server1 Server2 Server3
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硬盘、网卡等配置）、网络设备（交换机、路由器、网络安全设备）和存储等。

（2）设计配置阶段。当软、硬件产品确定后，根据企业的现状进行物理与逻辑的规划设计。所谓物

理的规划就是要先绘制网络拓扑图，包括网络机柜以及服务器与网络设备的排列与摆放、服务器各端口

（电接口网卡与光接口网卡）与网络设备连接关系，以及交换机、路由器、防火墙等网络设备各端口的

划分，这些都要规划到位。逻辑的规划是网络与 IP 地址的规划（绘制 IP 地址规划表），包括为 ESXi 与 
vCenter Server 管理分配单独的 IP 地址段、为 VSAN 管理流量 VCenter Server HA 流量、VMotion、FT 
流量规划单独的 VLAN 等。在规划后安装 ESXi、vCenter Server、VSAN 等之后还要进行虚拟化环境配

置，包括虚拟交换机配置、端口组、准备模板、在虚拟机中安装操作系统等基础操作。

（3）产品运行维护阶段。运行维护阶段主要对虚拟机进行管理、构建平台的高可用性、维护平台的

安全、对平台进行运维检查、性能监控及其实现备份与恢复等。

（4）迁移升级阶段。一个虚拟化环境在设计时，产品的设计寿命一般为 5~8 年，能满足当前企业 
3~5 年的需求，在第六年开始就需要规划迁移升级。此时，可以采购新的服务器，将现有的虚拟化环境

及虚拟机迁移到新的服务器及新的网络环境中，旧的服务器及对应的网络设备下架。

综上所述，组建与维护数据中心是一个综合与系统的工程，要对服务器的配置与服务器数量、存储

的性能与容量以及接口、网络交换机等方面进行合理地配置与选择。

简单来说，一名虚拟化系统工程师，除要了解硬件产品的参数、报价外，还要根据客户的需求，为

客户进行合理的选型；同时在硬件到位之后，进行项目的设计实施（安装配置等）。在项目完成后，还

要将项目移交给用户，并对用户进行简单的培训。

用户的交接文档包括但不限于以下这些：

（1）交换机 VLAN 划分、IP 地址分配、交换机端口与服务器连接配置表。

（2）设备排列示意、连接示意和网络拓扑图等。

（3） 提交给用户的使用手册和培训资料，要写上规划设置、安装配置主要步骤、用户维护注意事项

和后期常见故障处理等内容。

在整个项目正常运行的生命周期 （一般的服务器虚拟化等产品为 5~6 年）内，能让项目稳定、安全

和可靠地运行，并且在运行过程中，能够解决用户遇到的大多数问题，对系统故障能进行分析、判断、

定位与解决。

知识 1.1.4　实施虚拟化流程

如果你是系统工程师，或者负责单位信息化建设，并且想要实施虚拟化，可以参考以下的步骤：

（1）统计现有硬件资源。

（2）选择虚拟化架构。

（3）硬件到位后安装虚拟化平台。

企业准备实施虚拟化之后，需要考虑以下几个问题：

（1）虚拟化主机如何选择：是全部采购新的服务器实施虚拟化，还是使用现有服务器通过扩容后安

装虚拟化系统？

（2）虚拟化架构如何设计：虚拟化的设备网络拓扑图如何设计？存储架构怎么选择？是传统的基于

共享存储的架构还是全新的软件分布式共享存储架构？ 

（3）如果使用现有服务器还要考虑：哪些服务器可以用旧的，哪些可以整合，哪些可以升级后使

用？注意：即使是用旧的，也要考虑是用共享存储还是用 vSAN 架构。
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【提醒】虚拟化不是万能的，并不是所有的应用都能进行虚拟化。我们要明白，虚拟化是整合应用、

共享使用资源（包括 CPU、内存、存储、网络），虚拟化是“以一当十”（甚至更多），虚拟化后一台服务

器是当成多台服务器使用的。如果某个应用程序（或软件，或应用），在单台的服务器上处理起来都很

费劲，那将这些应用迁移到虚拟机中进行虚拟化，速度会更慢，在这种情况下是不适用虚拟化的。一般

来说，大多数的图形、图像、视频处理工作站，占用资源比较高的数据库服务器、科学运算的应用，这

些都是不适合进行虚拟化的。

任务实施

子任务 1.1.1　统计现有硬件资源

如果要实施虚拟化，就需要明确用户需求，了解用户现状，包括单位现有多少台物理机、虚拟机，

物理机与虚拟机的配置［服务器品牌、型号，CPU 的型号、主频与数量、硬盘的数量与 RAID 方式，

划分的卷 （分区）大小、已用空间、剩余空间等］、安装的操作系统、运行的数据库及应用软件等，同时

填写表 1-1-1 中所示的现有服务器与存储统计数据。

表 1-1-1  现有服务器与存储统计数据

序号
业务系
统名称

IP 地址
服务器品牌

型号
CPU

CPU
使用率

硬盘
硬盘使
用空间

内存 已使用

01 OA 192.168.1.1
联想 3650

M5
E5-

2609V4
5%

3块 600GB，
RAID 5

500GB 64GB 22.9GB

02 数据库 192.168.1.2
联想 3650 

M5
E5-

2620V4
10%

4块 1TB，
RAID 5

1TB 64GB 32GB

03 ERP 192.168.1.3
联想 3650 

M5
E5-

2620V4
10%

4块 600GB，
RAID 5

800GB 64GB 52GB

… — — — — — — — — —

合计 — — — — — — — — —

统计现有服务器的情况时，首先查看服务器的外观，记录服务器的品牌型号，看服务器有几个硬盘

插槽，是多大的插槽（3.5 英寸还是 2.5 英寸），了解装了几块硬盘、是什么接口、硬盘容量是多大；还

要看服务器配了几个电源、每个电源功能是多少，服务器有几个 PCIE 插槽、插槽有何设备，还剩余几

个插槽，服务器集成几个网卡。这些都要整理记录。然后，以管理员身份登录进入系统，查看并记录以

下的信息。

1. 如果是 Windows Server

（1）打开“系统”选项，查看 CPU 型号、内存大小，如图 1-1-3 所示。
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图 1-1-3  查看系统状态

（2）打开资源管理器，记录硬盘使用空间，如图 1-1-4 所示。

图 1-1-4　硬盘使用空间

（3）在“任务管理器”的“性能”选项卡中，查看 CPU 使用率和内存使用情况，如图 1-1-5 所示。

2. 如果是 Linux 系统

（1）在命令行中输入 cat  /proc/cpuinfo | grep name 可以查看 CPU 的型号，如图 1-1-6 所示。

（2）执行 df -h 查看分区大小和已用空间，如图 1-1-7 所示。
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图 1-1-5　查看CPU使用率与内存使用情况

图 1-1-6　查看CPU型号

图 1-1-7　查看硬盘使用空间

（3）执行 top 命令查看总体系统运行情况和 CPU 使用率，如图 1-1-8 所示。

图 1-1-8　查看系统运行情况和CPU使用率
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子任务 1.1.2　准备安装实验环境 VMware Workstation Pro 17

接下来的实验都将在 VMware Workstation 中完成，首先得安装 VMware Workstation。可以自行

安装。

任务总结

本任务主要介绍了虚拟化项目的背景，学习了虚拟化的基础知识，了解了传统的数据中心和虚拟化

的数据中心的不同。该项目准备采用旧的 4 台服务器搭建虚拟中心，因此还进行了服务器硬件资源的统

计，以便为后面的虚拟化项目设计做好准备。

任务扩展

任务要求

（1）掌握虚拟化项目实施的流程。

（2）能根据需求进行产品选型。

（3）了解市场服务器的价格。

任务内容

组建与维护虚拟化数据中心是一个综合与系统的工程，每个项目的生命周期一般为

5~8 年。一个完整的虚拟化项目应该包括产品选型、设计配置、产品运行维护（备份恢

复、故障解决）、迁移升级 4 个阶段。请完成下列任务。

（1）首先需要进行产品选型，请参考表 1–1–1，进行网络信息采集，收集市场上服务

器的型号、配置及其价格等信息，完成表格内容，至少增加两种服务器设备。

（2）企业实施虚拟化后，是全部采用新的服务器还是使用现有的服务器？

（3） 如果是选新设备，你会选择国产服务器还是国外服务器？数据中心是选择同一型号的 CPU 还

是不同型号的 CPU?

任务 1.2　虚拟化项目设计

任务描述

假设公司已经决定采用 VMware vSphere 虚拟化技术进行数据中心改造，那么具体该如何实施？该

工作小组首先要对企业进行需求调研，然后进行整体服务器虚拟化设计。设计的内容主要包括物理拓扑

图、IP 地址规划和硬件软件规划。

任务目标

知识目标

（1）理解 VMware vSphere 的架构。

（2）了解 VMware vSphere 的组件及其操作流程。

（3）了解选用服务器的基本原则及适用情境。

素养小课堂 : 学做时间

主人 规划人生蓝图
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（4）了解服务器配套存储设备的选用。

（5）熟悉服务器虚拟化的网络及交换机选择，包括网络 IP 地址、vlan 划分等。

能力目标

（1）掌握虚拟数据中心物理拓扑图设计原则。

（2）能根据需求完成数据中心网络拓扑图的绘制，包括软件、硬件的设计。

（3）能完成服务器虚拟化网络设计。

（4）能在虚拟机 VMware Workstation 中进行网络配置。

（5）能根据项目需求进行硬件设备选择。

素质目标

（1）关注国产虚拟化发展，学习服务器虚拟化技术，为祖国的发展贡献力量。

（2）培养良好的沟通和协调能力。

（3）态度决定高度，细节决定成败，在实践中培养认真严谨的工作态度。

知识储备

知识 1.2.1　虚拟化产品 VMware vSphere

VMware vSphere 是整个 VMware 套件的商业名称，不是特定的产品或软件。

VMware vSphere 的两个核心组件是 ESXi 服务器和 vCenter Server。ESXi 是 hypervisor，

可以在其中创建和运行虚拟机和虚拟设备。vCenter Server 是用于管理网络中连接的多个

ESXi 主机和主机资源的服务。

vSphere 的架构如图 1-2-1、图 1-2-2 所示，它的两个核心组是 ESXi 和 vCenter 

Server。ESXi 是用于创建并运行虚拟机和虚拟设备的虚拟化平台。vCenter Server 是一项服务，用于管

理网络中连接的多个主机，并将主机资源池化。

VMware vCenter Server

VMware vSphere

Client

VMware vSphere

Client

VMware vSphere

Client

VM VM VM VM VM VM VM VM VM VM VM VM

VMware ESXi VMware ESXi VMware ESXi

图 1-2-1　VMware vSphere 架构

视频 1-2-1

虚拟化项目设计
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虚拟机

虚拟化管理程序

VMware ESXiTM 主机

以太网 光纤通道

光纤通道存储网络NFS 存储iSCSI 存储

图 1-2-2　vSphere 服务器虚拟化基础架构

这些组件操作关系如图 1-2-3 所示。

vCenter
Server

您的

桌面

vSphere Client

Web Client

ESXi

主机

图 1-2-3　vSphere 组件流程

vSphere Client 安装在笔记本或 PC 机中，用来访问 ESXi 服务并安装和管理上面的虚拟机。

vCenter Server 安装在单独的物理服务器上面也可以安装在 ESXi 服务器的虚拟机里面而节约一台设

备。vCenter 服务通常用在有很多 EXSi 服务和许多虚拟机的大规模环境中。vCenter Server 也可以使用 
vSphere Client 来管理。所以 vSphere Client 可以在小环境中直接管理 ESXi 服务，也可以在大规模的环

境中，通过 vCenter Server 服务间接管理 ESXi 服务。

知识 1.2.2　虚拟化项目产品选择

1. 服务器虚拟化时的服务器选择

在实施虚拟化的过程中，如果现有服务器可以满足虚拟化需求，可以使用现有的服务器。如果现有服

务器不能完全满足需求，可以部分采用现有服务器，然后再采购新的服务器。如果采购新的服务器，可供

选择的产品比较多，如单位机房在机柜存放，则优先采购机架式服务器。

服务器采购的原则是：

（1）如果 2U 的服务器能满足需求，则采用 2U 的服务器。通常情况下，2U 的服务器最大支持 2 个

CPU，标配 1 个 CPU，在这个时候，就要配置 2 个 CPU。 如果 2U 的服务器不能满足需求，则采用 4U
的服务器。通常情况下，4U 的服务器最大支持 4 个 CPU 并标配 2 个 CPU。在购置服务器时，为服务

器配置 4 个 CPU 为宜，如果对服务器的数量不做限制，采购 2 倍的 2U 服务器要比采购 4U 的服务器节

省更多的资金，并且性能大多数也能满足需求。
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（2）CPU：在选择 CPU 时，选择 6 核或 8 核的 Intel 系列的 CPU 为宜，10 核或更多核的 CPU 价格

较贵，不推荐选择。当然，单位对 CPU 的性能、空间要求较高时除外。

（3）内存：在配置服务器的时候，尽可能为服务器配置较大内存。在虚拟化项目中，内存比 CPU
更重要。一般情况下，2 个 6 核的 2U 服务器配置 64GB 内存，4 个 6 核或 8 核的 4U 服务器配置 128GB
或更高的内存。

（4）网卡：在选择服务器的时候，还要考虑服务器的网卡数量，至少要为服务器配置 2 个接口的

千兆网卡，推荐 4 端口千兆网卡。

（5）电源：尽可能配置 2 个电源。一般情况下，2U 服务器选择 2 个 450W 的电源可以满足需求，

4U 服务器选择 2 个 750W 电源可以满足需求。

（6）硬盘：如果虚拟机保存在服务器的本地存储，而不是网络存储，则为服务器配置 6 个硬盘做

RAID 5，或者 8 个硬盘做 RAID 50 为宜。由于服务器硬盘槽位有限，故不能选择太小的硬盘，当前性

价比高的是 600GB 的 SAS 硬盘，2.5 英寸 SAS 硬盘转速是 10000 转 / 分钟，3.5 英寸 SAS 硬盘转速为

15000 转 / 分钟，选择 2.5 英寸硬盘具有较高的 IOPS。
至于服务器的品牌，则可以选择华为、IBM、HP 或 Dell，当对服务器占用空间有较高要求时，可

以配置刀片服务器，例如华为 Tecal E6000 服务器，有 8U 的空间，可以最大配置 10 个刀片服务器，每

个服务器可以配 2 个 CPU、2 个 SAS 硬盘、12 个内存插槽、双端口网卡。

2. 存储设备的选择

在虚拟化项目中，推荐采用存储设备而不是服务器本地硬盘，在配置共享的存储设备时，只有虚拟

机保存在存储设备中时，才能快速实现并使用 HA、FT、vMotion 等技术。在使用 VMware vSphere 实

施虚拟化项目时，一个推荐的做法是将 VMware ESXi 安装在服务器的本地硬盘上，这个本地硬盘可以

是一个固态硬盘（5GB~10GB 即可），也可以是一个 SD 卡（配置 8GB 即可），甚至可以是 1GB 的 U 盘，

如果服务器没有配置本地硬盘，也可以从存储上为服务器划分 8GB~16GB 的分区用于启动。

在选择存储设备的时候，要考虑整个虚拟化系统中需要用到的存储容量、磁盘性能、接口数量、接

口的带宽。对于容量来说，整个存储设计的容量要是实际使用容量的 2 倍以上，例如，整个数据中心

已经使用了 1TB 的磁盘空间（所有已用空间加到一起），则在设计存储时，至少要设计 2TB 的存储空间

（是配置 RAID 之后而不是没有配置 RAID、所有磁盘相加的空间）。

在存储设计中，另外一个重要的参数是 IOPS （Input/Output Operations Per Second），即每秒进行读

/ 写（I/O）操作的次数，多用于数据库等场合，衡量随机访问的性能。存储端的 IOPS 性能和主机端的

I/O 是不同的，IOPS 是指存储每秒可接受多少次主机发出的访问，主机的一次 I/O 需要多次访问存储

才可以完成。例如，主机写入一个最小的数据块，也要经过“发送写入请求、写入数据、收到写入确

认”3 个步骤，也就是 3 个存储端访问。每个磁盘系统的 IOPS 是有上限的，如果设计的存储系统，实

际的 IOPS 超过了磁盘组的上限，则系统反应会变慢，影响系统的性能。简单来说，15000 转 / 分钟的

磁盘的 IOPS 是 150，10000 转 / 分钟的磁盘的 IOPS 是 100，普通的 SATA 硬盘的 IOPS 是 70~80。一

般情况下，在做桌面虚拟化时，每个虚拟机的 IOPS 可以设计为 3~5 个；普通的虚拟服务器 IOPS 可以

规划为 15~30 个（看实际情况），当设计一个同时运行 100 个虚拟机的系统时，IOPS 则至少要规划为

2000 个，如果采用 10000 转的 SAS 磁盘，则至少需要 20 个磁盘。当然，这只是简单的测算，在真正

实施时需要考虑多方面的因素。

在规划存储时，还要考虑存储的接口数量及接口的速度。通常来说，在规划一个具有 4 个主机、1 个

存储的系统中，采用具有 2 个接口器、4 个 SAS 接口的存储服务器是比较合适的；如果有更多的主机，

或者主机需要冗余的接口，则可以考虑配 FC 接口的存储，并采用光纤交换机连接存储与服务器。

3. 网络及交换机选择

在一个虚拟化环境里，每台物理服务器一般拥有更高的网卡密度，虚拟化主机有 6 个、8 个甚至更
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多的网络接口卡（NIC）是常见的。反之，没有被虚拟化的服务器只有 2 个或 4 个 NIC，这成为数据中

心的一个问题，因为边缘或分布交换机放在机架里，以简化网络布线，然后上联到网络核心，在这种解

决方案里，一个典型的 48 端口的交换机仅能处理 4~8 台虚拟主机，为了完全填满机架，需要更多的边

缘或分布交换机。在虚拟化环境里，当多个工作负荷整合到这些主机里时，根据运行在主机上的工作负

荷数量，网络流量增加了，网络利用率将不再像过去每台物理服务器上那样低了。

为了调节来自整合工作负荷增加的网络流量，可能需要增加从边缘或分布交换机到网络核心的上联

数量，这时对交换机的背板带宽及上行线路就会有较高的要求。另一个关键的改变来自最新一代虚拟化

产品的动态性质，拥有诸如热迁移和多主机动态资源管理。虚拟化动态更改性能意味着不能再对服务器

之间的流量流动作任何假设。在进行虚拟机之间的动态迁移，或者将虚拟机从一个存储迁移到另一个存

储时，为了减少迁移的时间，防止对关键业务造成影响，在迁移期间会占用大量的网络资源。在迁移的

时候，虽然可以减少并发迁移的数量，但在某些应用中，可能会同时迁移多台虚拟机，这对交换机背板

带宽以及交换机的性能的要求会更高。另外，虚拟化使数据中心网络层的一些性能可见度降低了，网络

工程师在虚拟交换机里没有可见度，也不能轻松决定哪个物理 NIC 对应哪个虚拟交换机，而这在故障

检修中是最重要的信息，所以为了减少故障率，为交换机配置冗余的业务板及冗余电源也应该考虑；同

时，在尽可能的前提下，选择配置更高的交换机。在大多数的情况下，物理主机配置 4 端口千兆网卡，

并且为了冗余，尽可能使每两个网卡绑定在一起，用作负载均衡及故障转移。

知识 1.2.3　VMware  vSphere 虚拟化产品的版本选择

（1）如果使用现有的服务器，并且服务器的 CPU 比较旧，例如 Intel E5-26XX、E5-26XX V2、
E5-26XX V3、E5-26XX V4，或者 E3-1-47XX V4 及以前的 E7，并且使用共享存储，那么推荐使用

vSphere 6.0.0 U3 的版本。

（2）如果是新采购的服务器或虽然是用旧的，但此服务器的 CPU 比较新，例如 Intel Gold 51XX
或 Silver 4XXX 及更高的 CPU，并且准备采用 VSAN 架构，那么推荐使用 vSphere 6.7.0U3 或 vSphere 
7.0.0 U2 及以后的版本。

如果虚拟化不考虑高可用性，并且虚拟机数量较小，可以使用服务器本地硬盘作为存储的方案，最

小 1 台主机就可以实施虚拟化，也可以使用 3 台及以下数量的主机，每台主机使用服务器本地硬盘保

存虚拟机的方式。

在选择服务器时，还要考虑虚拟化系统 （VMware ESXi）安装在何位置。如果使用单机虚拟化，

服务器本地硬盘在配置有 RAID 卡的前提下，可以使用 RAID 卡划分为两个卷，第一个卷大小在 
5~10GB，用来安装虚拟化系统 （VMware ESXi），剩余的空间划分为第二个卷，用来保存虚拟机。

如果使用共享存储架构，服务器可以不配硬盘，从存储划分较小的 LUN（10GB~20GB）分配给服

务器，VMware ESXi 可以安装到存储映射给服务器的 LUN，并且可以从存储启动。如果使用 vSAN 架

构，可以为 ESXi 选择较小容量（一般 32GB 即可，但现在最小的固态硬盘可能是 120GB 或 240GB）的

固态硬盘也可以将 VMware ESXi 系统安装在 U 盘、服务器内部集成的 USB 接口或 SD 卡，某些服务

器支持的双 SD 卡（做 RAID 1）或双 M2 硬盘（做 RAID 1）。

知识 1.2.4　服务器虚拟化数据中心设计原则

在规划与实施虚拟化的数据中心时，推荐最少使用 3 台主机、2 台存储，如图 1-2-4 所示。 
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存储设备

FC 存储交换机

虚拟化主机

vSphere ESXi

以太网交换机

图 1-2-4　vSphere 数据中心中设备连接示意图

每台主机推荐 4 个网卡，至少 2 个 CPU、64GB~128GB 内存。存储、网络交换机与服务器之间都

需要有冗余连接。在选择 2 台存储时，如果都是 FC 或 SAS 的存储，则可以在其中一台存放虚拟机，

并在另一台存储存放备份。 
在使用 vSphere 的时候，要为虚拟化数据中心配置 HA，并启用 DRS、DPM 功能。在大多数的数

据中心中，当负载较重时，群集中的每台主机都会开启运行；当负载较轻时，DRS 会迁移虚拟机，把

它们集中到某 2 台主机中，而 DPM 则会使暂时不用的主机进入“待机”状态，这样会减少能源的消耗。

当负载变重时，会依次打开待机的主机，并在主机间调整虚拟机。

在部署好 vCenter Server、ESXi 后，最好部署 VDR（备份装置，备份数据中有重要应用的虚拟机），

如果备份空间满足需要，则备份所有虚拟机。在选择备份位置时，要选择与虚拟机不在同一位置的备份

设备。例如，若虚拟机运行在 FC 或 SAS 存储上，则可以选择另一存储作为备份位置。当没有多余的

存储时，可以将数据备份在某台服务器的本地硬盘空间。

在我们实施虚拟化项目时，都会购置新的存储。在实施虚拟化项目后，可以使用数据中心原来的存

储做备份使用。如果数据中心没有多余存储，可以用节省下来的服务器做网络存储，或者使用服务器的

本地硬盘提供的共享文件夹做存储位置，这些都是折中的办法。

当数据中心中虚拟机数量较多、应用较多时，需要选择 vCenter Operations Manager，用于动态监

控 vSphere 数据中心。vCenter Operations Manager 从虚拟环境每个级别的每个对象（从单个虚拟机和磁

盘驱动器到整个群集和数据中心）收集性能数据，它存储并分析这些数据，而且使用该分析提供关于虚

拟环境中任意位置的问题或潜在问题的实时信息。

任务实施

子任务 1.2.1　基于 VMware Workstation 实验环境拓扑图设计

由于真实环境要求设备多，配置也高，在学习和实验过程中，原则上能用虚拟环境尽量使用虚拟

环境，下面的设计与实施都将在虚拟软件 VMware Workstation 上完成。VMware 产品支持嵌套，使用

VMware Workstation 搭建实验环境非常方便。首先根据实际设计物理拓扑结构，如图 1-2-5 所示。

在虚拟实验中，主机 ESXi-1、ESXi-2、ESXi-3 首先分别创建 4 块网卡，网络拓扑图如图 1-2-5 所示。
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VMnet8 管理网络 VMnet2 vMotion 网络 VMnet0 虚拟机网络

nicl
nicl

nicl

nic2 nic2

nic2

nic3 nic3 nic3
nic0 nic0

nic0

ESXi-2

VMnet1  存储网络

ESXi-3 vCenter 服务器ESXi-2

iSCSI 存储设备
Web Client

图 1-2-5　物理中心拓扑图

ESXi + vCenter + 后台存储，才是一个完整的 VMware vSphere 解决方案。

（1）3 台 ESXi 服务器（都是在 VMware 中创建的虚拟机），每一台 ESXi 服务器有 4 块网卡：一块

做业务网络，另一块做 Vmotion（漂移），还有一块做管理网络，最后一块做后端存储网络。

（2）由于是实验环境并且条件有限，我们的 vCenter 服务器是用 ESXi-3 服务器上创建的虚拟机来代替。

（3）后端存储，我们采用 StarWind 仿真软件来实现共享存储的效果。

【提醒】由于实验环境受限，此实验中暂时只添加了 4 块网卡。在后面的实验中，将会陆续添加网

卡，真实环境中，为了备份冗余，每一台 ESXi 服务器有 8 块网卡：2 块做业务网络，2 块做 vMotion
（漂移），2 块做管理网络，最后 2 块做后端存储网络。

子任务 1.2.2　项目 IP 地址划分

根据网络拓扑图，设计项目 IP 地址见表 1-2-1，建立了 4 个网络。                                        

 表 1-2-1  IP 地址划分表

节点
VMkernet 端口 / 虚拟

机端口组
网卡 所在虚拟网络 IP 地址

ESXi-1

Management Nework vmnic0 管理网络（VMnet8） 192.168.10.2

VM Network1 vmnic1 虚拟机网络（VMnet0）

iSCSI vmnic2 存储网络（VMnet1） 192.168.30.2

vMotion vmnic3 vMotion 网（VMnet2） 192.168.40.2

ESXi-2

Management Nework vmnic0 管理网络（VMnet8） 192.168.10.4

VM Network1 vmnic1 虚拟机网络（VMnet0）

iSCSI vmnic2 存储网络（VMnet1） 192.168.30.4

vMotion vmnic3 vMotion 网络（VMnet2） 192.168.40.4

ESXi-3

vCenter（虚拟机） 管理网络（VMnet8） 192.168.10.8

Management Nework vmnic0 管理网络（VMnet8） 192.168.10.6

VM Network1 vmnic1 虚拟机网络（VMnet0）

ISCSI vmnic2 存储网络（VMnet1） 192.168.30.6

vMotion vmnic3 vMotion 网络（VMnet2） 192.168.40.6
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节点
VMkernet 端口 / 虚拟

机端口组
网卡 所在虚拟网络 IP 地址

主机
系统

（PC）
节点

VMware Network 
Adapter VMnet8

管理网络（VMnet8） 192.168.10.1

VMware Network 
Adapter VMnet1

存储网络（VMnet1） 192.168.30.1

子任务 1.2.3　数据中心硬件和软件要求设计

方案实施过程中硬件与软件环境见表 1-2-2 和表 1-2-3。

表 1-2-2  服务器硬件配置表

序号 项目 内容描述 数量 单位

1 虚拟化硬件平台（3台服务器，每台服务器配置如下）

1.1
虚拟化服务器主机联想

3650M5
1 个 Inter Xeon E5-2650 V4，8个 2.5 英寸盘位，双电源，

导航
3 台

1.2 服务器内存 DDR-4，Dual Rank，2400MHz，64GB 8 条

1.3 系统磁盘 2.5 英寸 SATA接口 2.5 英寸，240GB固态硬盘 1 块

1.4 SAS接口卡 2端口 6Gbit/s，SAS HBA接口卡 1 块

2 共享存储 -提供虚拟机存放位置

2.1 存储主机
IBM V3500 存储主机，2个控制器，每个控制器 8GB缓存，3

个mini-SAS 接口，24个 2.5 英寸盘位
1 台

2.2 存储硬盘 IBM 900GB 6Gbit/s SAS接口 2.5 英寸硬盘，10000r/min 11 块

2.3 SAS连接线缆 2米 SAS SFF 8644 转 SFF 8088 线 4 条

表 1-2-3  服务器软件配置表

安装程序 安装文件名 文件大小 说明

vCenter Server 
Appliance 7.03 安

装程序

VMware-VCSA-
all-7.0.3-20845200.iso

8.58GB 项目实施时安装的VCSA安装版本

VMware ESXi7.03 
安装程序

VMware-ESXi-7.0.3-20036583-
3-HPE-703.0.0.10.10.0.4-2-

Oct2022.iso
429MB 项目实施时安装的ESXi 版本

VMWare-
vSphere_
Replication

VMWare-vSphere_
Replication-8.1.1-10721838.iso

1.75GB 项目备份与恢复软件

vRealize-
Operations-
Manager

vRealize-Operations-Manager-
Appliance-7.5.0.13165949_OVF10.

ova
2.36GB vRealize-Operations-Manager 自动化监控软件

VMRC
VMware-VMRC-12.0.1-18113358.

zip
3.69GB 虚拟机远程控制端

StarWind6 StarWind v6.05713.rar 58MB iSCSI 虚拟存储软件

子任务 1.2.4　服务器虚拟化主机基础网络配置

根据设计，在 VMware Workstation 17 中创建 3 台虚拟机，分别是 ESXi-1、ESXi-

2、ESXi-3。根据设计方案配置 3 台虚拟机的硬件、IP 地址和网络。

（1）打开虚拟机，单击“编辑”→“虚拟网络编辑器”，根据设计添加 VMnet0、
视频 1-2-2

虚拟化项目实验环境

准备

续表
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VMnet1、VMnet2、VMnet8 并配置其网段。然后单击完成，如图 1-2-6 所示。

图 1-2-6　编辑虚拟网络

（2）添加 3 台虚拟机，分别为 ESXi-1、ESXi-2、ESXi-3。按照要求为虚拟机分配硬件资源，同

时将 ESXi-1、ESXi-2、ESXi-3 的虚拟网络连接到指定的虚拟网络中。网络适配器连接搭配 VMnet8，

网络适配器 2 连接搭配 VMnet0，网络适配器 3 连接搭配 VMnet1，网络适配器 4 连接搭配 VMnet2，如

图 1-2-7 所示。

图 1-2-7　ESXi 网络连接完成图
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（３）客户端，配置 VMnet8 网络 IP 地址为 192.168.10.1，如图 1-2-8 所示。

图１-2-8　客户端网络 IP配置图

任务总结

本任务对虚拟化项目进行了设计，主要包括项目的设备选型，项目的拓扑设计，IP 地址规划及其

使用 vSphere 搭建虚拟化项目所需的软件版本选择。然后在虚拟软件中安装了主机并进行了基础的网络

配置。接下来，将根据设计在虚拟机中实现虚拟数据中心的搭建和配置。

任务扩展

任务要求

（1） 能根据需求设计网络拓扑图并规划 IP 地址。

（2） 能使用 visio 绘制网络拓扑图。

任务内容

如果内存低于 16GB，可以使用 2 台 ESXi 主机，请根据自己的实验环境，进行项目设计。请根据

网络拓扑图设计 IP 地址规划表。

（1）使用 visio 绘制网络拓扑图，参考图 1–2–5。

（2）绘制表格规划 IP 地址，参考表 1–2–1。

素养小课堂 : 自主创新 

中国虚拟化技术的进

阶之路


