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ST LA 00 AR 8 S AR WO B o A s S A A 2

(3) WRATHIBAT IR 55 av ik 2275 0 . WIRE Iz 55 4% vl LU IHAY, BIRSEnl LURE S, BIRSE mT LA i
M7 W R, W22 IR 2 M vSAN 22844
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[ 1202 | MUK AT 4060, JFRZPTA 6 AARGEEAT EIIL . RAVZA G, B2 A
EFEATR (L3 CPU. WA, Hhk. M%), Bt “U—%+" (28 %), B —&R5
RAEUREEMF BN, R EABRARES (KM, ER), £S5 GRS 3 LA RAR
W2y, AKX AR EMACP TR, REAER, EXMENTRARERNEMMG, —H&
Rit, KEHGAT, B, AMAE IS, SARTBRILKRSUHBBERS S HFEFGEA, X

BT R IE S AT JE ALY

O=

FiES1.1.1 RitMBEHEIR

|

e

R E SR AME, AU B R, TR BUR, s B 20 G Y EEL. AL,
WAL LB E [ IS5 4% an i, B, CPU RYALS | TS 8 SRR HE S5 RAID J5a,
oy aE: (31X RN, B, FRas) 4 | RIERE R GE . a7 OB B L R B4, Rt
WS R 1-1-1 PR B BUA IS5 45 A7 Se 2o .

& 1-1-1 NBRSBESEERITEUE

= | B E RS3EE Mg CPU - R
B183650  E5- 3 £ 600GB,
01 OA  192.168.1.1 050 .| 5% 0U0CE:  500GB | 64GB | 22.9GB
02 | #iEE 19216812 PE3650 1 ES= 1 n, | 4R1TB, 1TB | 64CB | 320B
: -168.1. M5 2620V4 b RAID 5
BX18 3650 E5- 4 £ 600GB,
03 | ERP 192.168.1.3 WH3050 1 ESC o, 000CB:  00GB | 64GB | 52GB
&t — - - - | - - — | = ] -

ST IR S5 ARG DU, e AR RS AR A0S, TE SR IR S5 a0 0 S RS . B RS LA A
R, RE2RIVIER (3.5 JoTidE 2.5 36F), T TR . 240, MEFEEZ K, &
PR MRS TR . AR E 2, RS aA LA PCIE ffifli . 6tlA ik 4, BFRIL
AR, MRS EREBULN MR X SRR Ok, SRS, DS HL G Sk it ARG, &R IFICRD
THER.

1. 0082 Windows Server

(1) #T9F “R&7 &0, &F CPU S | NAER/DN, WE 1-1-3 FiR,



B ERMLRE NS

Q=5 - ] x
“ v B> SR > BHERe > 25 v O | R P
HHEIRER ©
EREATENNEARER
© nmeEs Windows REZs
§ meee Windows 10 SR - - m
G =5 © 2015 Microsoft Corporation. All rights reserved. . WI n d OWS 1 O
G =ezmes .
5
SEE Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz 2.10 GHz (2 RNESS)
ZEMFRAM): 64.0 GB
Farserl: 64 {URERSE , ET x64 RILERR
SRR R AT LR TR SRS

Heila, lESRsE

EiE: DESKTOP-1809G2G
HEfl=E: DESKTOP-1809G2G
R
THEE: WORKGROUP
Windows BiE —
S5E=H Windows iEiRENE,  [BEHE Microsoft ST S
REESH & ID: 00331-10000-00001-AA032 &= Windows

E1-1-3 BERGRS
(2) FTIHFBEIRAE Bl , SO R AR R A 2], anfEl 1-1-4 Bs.

LIRS SEpEE TR UteREE = B X
ey | =m 5] ~ @
ﬂ‘niﬁﬂ!.gﬁﬁmmmﬁg
Bt 7 E0S KRR En—A  SF AR
paE- MATE BE HER
(7R s 5

& RO R v 0| | mRE. P
v i RS S v s (6)

= WE * L

s T » i WA ~ B = X

3 30k *

& EE * 3™ J§ =5 -
» @ OneDrive TR )
b L R (C)
> BWA H

e 387 GB T, # 399 GB

> BE
5 B o
> 8 T
> DER
> mRE
> & FIER (C)

- i
7AEE 1 AEE EE

1-1-4 1ERER=(E
(3) F “ESEME W e Euikd, &F CPU M HRMNAMRHEA, WK 1-1-5 Fir,
2. J0RZ Linux RA
(1) TEM2FrH%i A cat /proc/cpuinfo | grep name FJ LA E CPU RS-, GnE 1-1-6 Fizw,
(2) $d7 df —h & F 5 K AR/NE =SR], anlEl 1-1-7 Fis,



AR 55 =5 E ML B AR T B A2

= ERETEs - [m] X
XHHE) EEQ) WE(V)

i IR WAmsids Bu AS EEEE BS
CPU 2l
D R CPU Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz
60 #AETFIAE % 100%
Tz | ﬁ
AL GR N v e ey “\“‘“-‘"'-l'-"”'“"“f‘l I| Lol J‘| A A
W52 0 (C)
M 1%
] BLK® ﬁ | ﬁ
) s 06.0 - '"‘“"*’Jl"’”&““ K Y. f“u v l!x I ’| A
! :| : 96.0 =i 8.0
LA
#i: 0 21z 0 Kbp
fExE =BE 2.10 GHz
AA
#i: 0 I 0 Kbp 2% 2‘09 GHZ 1 22
e a4 I e e
AR 69 1664 33086 == =x

#i%: 0 $2IL 0 Kbp) EsEGEaE
LR 2:13:13:15

i 0 enig. 0 kbl

~) BEEEED O arERLE

1-1-5 &E CPU EAXRE5RFERABR

|[r00t@Master ~]# cat /proc/cpuinfo | grep name
model g : Intel(R) Core(TM) i7-8550U CPU @ 1.80GHz

1-1-6 &H CPUZS

[ root@Master ~]# df -h

N & 4 72 BA T8 BAY BE=
devtmpfs 360M 0 360M 0% /dev

tmpfs 389M 0 389M 0% /dev/shm

tmpfs 389M 6.3M 383M 2% /run

tmpfs 389M 0 389M 0% /sys/fs/cgroup
/dev/mapper/cs-root 371G 5.5G 32G  15% /
/dev/nvmednlpl 1014M 255M 760M  26% /boot

tmpfs 78M 24K 78M 1% /run/user/0
/dev/sr0 116 11G 0 100% /run/media/root/Cent0S-Stream-8-x86_
64 -dvd

1-1-7 BEELEMZE
(3) AT top A EF MR RGBITRE MM CPU HR, WK 1-1-8 Fin,

[root@Master ~]1# top

top - 21:03:47 up 1:05, 1 user, load average: 0.07, 0.03, 0.00

Tasks: 229 total, 1 running, 228 sleeping, 0 stopped, 0 zombie

%Cpu(s): 0.0 us, 0.0 sy, 0.0 ni,100.0 id, 0.0 wa, 0.0 hi, 0.0 si, 0.0 st
MiB Mem : 177.4 total, 67.0 free, 476.6 used, 233.8 buff/cache

MiB Swap: 2132.0 total, 1744.7 free, 387.2 used. 175.7 avail Mem

PID USER PR NI VIRT RES SHR S %CPU %MEM TIME+ COMMAND
1106 root 20 0 705748 4704 2852 S 03 0.6 0:07.26 tuned
2268 root 20 0 3223656 136364 52480 S 0 30 0:13.66 gnome-s+

1 root pA 0 241112 5520 3244 S 0.0 il 0:02.47 systemd

1-1-8 BERSZIZ{TIERM CPU £AXR
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FESE1.1.2 HBFREERIKIE VMware Workstation Pro 17

2R ok 1Y S8 ED I AE VMware Workstation T 58 i, B Jo15 %2 3% VMware Workstationo 1] D4 H 47

Lo

AMEFEZRNBT EOMLABGHE T, FIT R Ak in, THT ARG T SR
MBFEFSHRE, ZABEESRAEN 4 SIRFBEHZENT S, BREHTT RS SR TTRG L%
i, AR JE @ 8 R LR B BT A

@@=

ESEK

(1) F3EEIALTR B L7,

(2) REARIBT LAT = it A

(3) TRT RS20

EERE

UG A EBALHIE TS R — AN A A G TAE, SRR M A B — g
584, —AFEGEPLTE BiX 0SBk A | RERE . SRRy (5K
H . HEERR), EBIR 4 AR, FERTAES. Tateg

(1) HABRRITERAD, FALA -1, HARBELRE, KETH LIRS | srmae cums
B G REALNKBEGE, TRAKNE, EVEBHHRSELE, \EARAERE

(2) 4ok A B | 2 o3RRS 5 TR AR A ILA M IR S5 2

(3) mRARF XL, RARFR SRS BZLEZEIIRSE? HFEPOCRARFR - 565 CPU &
S RF A58 CPU?

R R gt

fRax A 8] €2 3 % K | VMware vSphere JE AL R A7838 P o &kd, AL BARZ 4o fT £ 367 %
IAE B Tt o b3 ATH KA, REHATERIRS B BT, R RS R aemEisit
B . IP 3k LX) Fe B A AR AF LK S

Q==

FIRBtR

(1) #2f# VMware vSphere # 22 #]

(2) 7 # VMware vSphere #9284+ % 3 4E 742,
(3) 7 IR G35 69 I AR JR N 2 & M B
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(4) TR FBBEAELEGLIN,

(5) ABIRE BB N LB L HAEIE, @M% IP ik vian X 55,
e BIR

(1) 53 B P oo 2 3640 B R,

(2) REARIEE KT REIE T o MBI B AH), GLIERME . R4t
(3) #& T AJRS 25 B2 AL W 2598 3t

(4) 848 B 3P VMware Workstation P 347 M & B &

(5) AEARIET B & REATRA R &L,

KRBR

(1) RZBZRBEIE, FIMSGFERIER, ARG ERTKRAZ,
(2) 3R RAF9 A @A WAL S

(3) ZERZHE, mY 2T R, EEERPERALZEGIAESE,

& FIETED

1R 1.2.1 EEME~™am VMware vSphere

VMware vSphere J& % > VMware £ (1) Bl 45 B, A 52 K¢ & 1Y 77 5 8087,
VMware vSphere [P %00 411 /& ESXi I 55 #% Al vCenter Server. ESXi J& hypervisor,
Al PAAE BRI AT LA L & . vCenter Server J&FH T BRI 45 rh i i 24>
ESXi FHUA FEALTE AR5 o

vSphere BJZER TR 1-2—-1, K& 1-2-2 i, B BP0 4 7% ESXi Fll vCenter
Server, ESXi &M TRIEIF1T RN B & M BT 5. vCenter Server &—Wiflk5, HTH
PR 2 i 1) 24 0L, I EALR AL

VMware vSphere VMware vSphere VMware vSphere
Client Client Client

REAMEINE Rt

VMware vCenter Server

_ i

] ] ] ] ]

VMware ESXi

VMware ESXi

VMware ESXi

1-2-1 VMware vSphere 384



B ERMLRE NS

L e

MM AT
VMware ESXi™ 3 Hl—> |

iSCSLAERE  NES f76i L FeLF A

1-2-2  vSphere RS2 BRIV E 1L
X BEZH AR E S R WNE 1-2-3 T

Homseeasmesye NNy
e —

—

£ i I ESXi
vSphere Client A
1 vCenter

Server

iy BN Web Client

1-2-3 vSphere H&H2

vSphere Client % 3 7E 2L A PC HLH, HISR U5 ESXi Mk 55 Jf 42 %< A0 45 #1109 i #20 #)L o
vCenter Server ‘&3 78 FLAM Y W AR 55 4 LTI AT LU 7E ESXi R 55 4% 1Y K SULBL L TRI 17T 15 29 — 5 1%
%o vCenter lR55 3 % HAEATRZ EXSi IS5 A2 ERINLAY R BIAEEH . vCenter Server t1] LA H
vSphere Client R4, FrLA vSphere Client 1] DAZE/NIRSG A HE ESXi RSG5, AT AR AR (1) 34
e, i#ad vCenter Server IR 55 B4 M ESXi IR 55 -

it 1.2.2 EBMCIRE = mikiE

1. IRSZBEIL IR SS 2L R

FESCHE R A, QSR B R S5 2 v] LA LR R, T LA R RS54 . WA il
FAANRETE TR TR, TR RAIA RS54, SR FRIAHT RS 48 . ARG H RS 4%, nlft
VRPN =i LA 2, AN ALGAENLARAEIL, WP e R MBI R R 55 25

IR 55 iR WA ) S )

(1) G 2U B9 S5 2 AETE L 75K, MR 2U MRS #% . @H G T, 2U MRS 2R kS8 2 4
CPU, #3fC 1 4> CPU, 7EX/NHME, SUERE 2 4 CPU, W 2U WYIR S sSAfEm Rk, WK IH 4U
MRS 7% WBHEIEHT, 4U MRS 2 i K S2HF 4 4~ CPU JFAREC 2 4 CPU. 74 B IR 55 250, AIRSS
#rlicE 4 > CPU NH, WRXT MRS de iR AR, R 2 F5 /) 2U k55 an 2 LRI 4U (5545710
BEZ 4, I HERER Z BRI 7R,



AR 55 =5 E ML B AR T B A2

(2) CPU: 7EVEF: CPU I, E#F 6 £ 8 #AY Intel A CPU N'H., 10 #aH Z4% ) CPU Mirik
B, AHERREEE, 9K, BRI CPU MITERE . 25 [a) B R AL m i BR Ak .

(3) WAF: TEBCE MRS 4 mmsE, 0T RE N I 5 48 Bl B4 K INAF . fEB LI H H, A7 CPU
EHEE, —RENT, 240 6 12U RS540 E 64GB NIFE, 41 6 8k 8 #4HY 4U IS5 2SI & 128GB
s S AT

(4) WK FEEBEMRS AR BE, BB ERS ARNN-REE, BB RRSHECE 2 MR
TIRM R, HEFE 4 00 TIEMR,

(5) mE: RufellE 2 M, — BT, 2U RS #iEsE 2 4~ 450W A9 fL TR AT DL 2 772K,
4U IR 55 2830645 2 > 750W HL R AT LU L 55K

(6) fHAL: WIRBIINRAAENRSS SR AR HAAAE, AR A, W IR 55 2R BC & 6 A AL
RAID 5, a7 8 MMl RAID 50 H'H . M TR At MGG AR, SORREIEER/NIRERL, SHTTE
M E B B S 600GB fY SAS fifi 3, 2.5 Hf SAS A £ 55 3 & 10000 55 / 40580, 3.5 B SAS A #4553 Hy
15000 %% / 43%p, He8t 2.5 T i 4 HA 58 i) TOPS.,

BT MRS AEA b, ] LgE#AE S . IBM ., HP 5 Dell, 4%FAR 55 2% 5 25 [0 A 8 m 2osk g, ol
VIBCE T) F R5s 2%, Bln4e Tecal E6000 k554, 1 8U HyZs[a], w LU KECE 10 AT RS #4%, &
MRS ZS T LARE 2 > CPU., 2 4> SAS B #% . 12 SPIAEmRE . 0 R,

2. FHEIRSBHNEF

FERIET H rh, HEFER G B A R IR S5 a A A 2, 7ElC B I i fE i 4 s, HA B
MURAEFEAA I & T, A BB P S HA . FT. vMotion %84 AR . 7E{#i | VMware vSphere 5t
it K AT H B, — SRR B VMware ESXi 23 7E IR 55w i A HO A 28 |, 330/ i A 45 7] 1
E—AFEEE (5GB~10GB Bin]), Wn]LUE—> SD K (Bl 8GB BPn]), EZEn[LIE 1GB Y U £,
USR5 2 AT BB AR M 48, o ] DU MAEAif b R IR 55 #5401 43 8GB~16GB 143 IX I FJH 81

BRI A B, B AN R RS I B H B A 5 . BAERe . B 8uE .
R 58 X TA R, BMNEMIT AR Z R IR HA R 2 500 E, Fln, A%
C2fi T 1TB MgEZs | (0 C s EmE]—), WAERITHAERT, Z/DZIT 2TB A E%S [H
(S E RAID ZJ5 AR BA B E RAID, Frg #ESLA i 23 ]) .

TEAAIEITT, B —1EHEZEASEUE I0PS (Input/Output Operations Per Second), BIAEFPIEfT 2
/5 (VO) #AErRE, ZHTHIEESEY G, failyia pvERe. ftm i IOPS P REF F Ml
1/0 AR, TOPS BIGIEE R FP AT 3% 2 /DR EHLA B W5, EPL—IK 1O 75 2 2R Vi [ A7t
APTLATERL . Blan, FEHLE A— /B, hELr AT AR, A, IEIS A
N7 3P, R 3 AT, R REEE RGN TOPS 2 LRR, WnREIH s R, %
PR IOPS Mt TRERLALAY LR, WIRGE RN &A1, RGN TERE. BISEUL, 15000 5% / 7340
1% 56 TOPS J& 150, 10000 %% / 434 B 1% 4% A9 TOPS J& 100, %38 A SATA A% £ Y IOPS J& 70~80, —
RIS OLT , 7RSO T R LIS, A KERIHLAY TOPS ] LISt 3~5 A5 58 1Y i 30K 55 %% 1OPS A L)
AN A 15~30 4~ (BELPREN), HiEit— " FEHE1T 100 A EEIPLE R GeHE, T0PS W 2 /A Z R A
2000 4>, WK 10000 #5119 SAS #E#L, WIZ/DFEE 20 MERL. 249K, X HRRIAAINE, 7FEIE
S it B i 2 R T T IR

TERRIAERERT, 225 A 0 B0 B sl SR Rt 7ERL— 1 HA 4 A~FEHL, 14
TR RS, R EA 2 MO, 44 SAS B O TEE IR 55 2 2 LB A & 1Y WsRa o 210 141,
HHE T E AR D, WA LI ERL FC 35 O RY1EGE, IER A S B L A 5 IR 55 o

3. M R AR IR

TE— M R, Y HIR S — A S MR, B FNA 6 1~ 8 M HZET



B ERMLRE NS

ZHMZE DR (NIC) 2% WK, Rz, BASEMLHIRS & 2 2 84 4 NIC, Xk Edls
OB —ANRLE, PO G A S HUBCE LR, DITRIEM R AR LR, SR)5 LIRBI 2810, TR Fhfig
RITEEM, — IR 48 Ji A SZIBLILREAL PE 4~8 SR EHL, o T8 RBUHILA, HEEZHN
Ge A SC AL TR L, M2 TAR B G B S EHLEL, RYEI24T7E FHL A T AR
e, RIZSTESEIN T, BRI HARR AR 24 G YB35 A% LARKER T o

T VRATR B RS ARG IR R4 i, ] RE T S ik ko A S IR X 2 A% 0 B IR
Wi, X SZ AL T AR 98 S AT AR S A B R I EOR . 3 — Rk B o — U A
PRSI APERT, PRI R RN AL AU B B B A S M RE R R N RE R I 55
Z RS AR T RS . fEREAT EEUBLZ M A ShS T R , sEAs BEAUNLN — I E AR IR 21 55— A7
Iy, S T RS RIS R], B LR OCHREMY 553 U, AEXE ARSI 22 o5 O A M 28 B 0. DA Y
p, AR AT AT R IR BB, (HAESELE R, ATRES R 2 5 REAUAL, X XSSl AR
i 58 A RS HALPEREM 2R 2 R . 9 0h, MERMEEROE O R 45 = 1 — SE PR RE ] DLRE AR T, %%
AR IAE R UL A4 WL L BEA R IR, AN R BRI B NILC %) B WA R DL AL, Tk 7 il o
et EREZAER, FTLCY TR, S SSHpLEE B TR Bl 55 B % AT IR LN %5 18 5 [A]
I, FERATRERYATEE T, WEPRRCE W m A sCibl, R RZEAITEOLT , YL E 4 5w 0 TIER R,
HHR T IR, RATREEREMAMRIERE—E, FIE I e o

MR 1.2.3 VMware vSphere EHE= mBIREEEFE

(1) R A IR 55 %%, I HIR S 2509 CPU He#IH, 10 Intel E5S—26XX. E5-26XX V2,
E5—26XX V3. E5-26XX V4, m# E3—1-47XX V4 K VIFTH E7, I HHILELAAE, A8 a8
vSphere 6.0.0 U3 [ARIAS

(2) N2 R i Mk 55 #e B AR 2R T IH Y, [HILARSS #4819 CPU LbisHr, 4N Intel Gold 51XX
5, Silver 4XXX M CPU, Jf HiEAR R VSAN 424y, JB4H#EF## ] vSphere 6.7.0U3 &, vSphere
7.0.0 U2 USRI RRAS

R BRI B ] i, I BB INIECRR/N, v LU AR 55 25 A oo R SR ARG T %8, i
N1 B EVLEERT A Rk, AT LA 3 A KA FECR R EL, A VLIRSS 2 A b h
FERB ALY =X,

TEGEPEIR 55 famt, BB RS ( VMware ESXi) 22 7E M 8, G0 546 Y BA 0L kg 00 4L
% 45 % A M0 45 7E il B RAID KA HTHE N, W LI A RAID KRR AP &, B —1 %K/ E
5~10GB, HIRZ2 BRI RS (VMware ESXi), FIAHIZS 05150 K56 A, R B,

QSR FH AR A0, IR 55 5 7T LAARECAE &, MWAFERE R 738/ ) LUN ( 10GB~20GB) 43 FL 45 il
%5 #%, VMware ESXi ] DA% 4% B A E LG 25 45 #5819 LUN, JF H AT DANAEGE G 3. a2 vSAN 22
Fy, FTLLCR ESXi SR /NAE i (—J 32GB B AT, {HIFE e/ M [ 2568 5 AT BB & 120GB 5 240GB) 1Y
[ S A 5 PT LUK VMware ESXi RGULAHE U £ IS5 48 N EBAE A AY USB 41081 SD &, FLEfiiRss
IFFALSD K (fft RAID 1) Zi M2 ffi & (M RAID 1),

iR 1.2.4 RSHREMAEERCERN

TERLI 5 S AU OBt R i, R 3 & L. 2 A, A 1-2-4 s,
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frifiizi ss3s [ [222: [
FC 17tz bl =T ITTIT X
HEAME AL
vSphere ESXi
PENCES/T) TITTTT X sssss Bd

1-2-4 vSphere #IEH LR B EERRE

A ENHEE 4 DM, 2024 CPU. 64GB~128GB W1F. 1ifif. M43l 5 IR 55 ¢ 2 A1 #6
TEATURERE, et 2 BAEAERT, WRHL 2 FC 5 SAS BIAEAE, W n] DL7E Hidh— G 72 UE SIAL,
IHHEDT — B AT

FE{# FH vSphere AR, oA UL B PO BB HA, J1)5 H DRS. DPM ZhfE., 7R ZEMI%
PErpooorh, YA EER, BETWE S BIESITRIETT; YRR, DRS SiEBERIIL,
ENTEPRIE 2 5 FH04, 11 DPM WS ERRER M EALEEA “Frbl” RS, XFESI/DREIR I HHAE
MRPBAT RN, SRKEITFFRHLEI FAL, THAE F AL R R UL

TEFBE I vCenter Server. ESXi J5, Iif#% VDR (#5025, 008 A 0 FH I E IR ),
WA ZS AN R T2, WA DT A BNl fERBR R, RS S BRNATE R —f & &0
W Biln, & BIUPLSTTAE FC 3 SAS F24if b, WIn] DIk o) — i lE N & 0 E . YA 2RI
TR, AT DR R 25 00 75 52 65 I 55 i 10 A b A 3 25 1]

FEFRATT St AT E i, # S BT . AR S BRI B S, AT DA R B o0 R A
SR O o NSRBI oW Z A, PTUAUR A T ORI IR S 2R 4 A0t sl i F RS54 1
A A A B 0 e SO e A A O, X SRR TR B I

MEAE L BRI Z . N ZR, 7 E %R vCenter Operations Manager, T3l
2 vSphere 4 1.0, vCenter Operations Manager M HEFIIRE B0 A9 B XF 52 OB B FUAIL AN
FEORZh g BN FEAR A oG ) WURTERREE , EAAARIT o ik Se 5, T B AT A B R R OC T
FUFRETE A 2 07 5 P ) AT b Vs A T fBE ) S A R

Q=

F{EE1.2.1 EF VMware Workstation SEIE IR IEHRIMNENE T

HPELHRERE& L, IEWRE, fEET MLt g, JFEN 68 H R A5 & 4l R
WHE, IS S AR AR R LK VMware Workstation | 5E ., VMware ;=i ik &, #H
VMware Workstation & @ SCI IR AR5 il . & SeR I PRt B ih g5 by, il 1-2-5 Fios.

TERSER Y, EHLESXi-1. ESXi—2. ESXi—3 B/ nlIa 4 iR, WEEHRFMEIaIE 1-2-5 s,

14
v
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VMnet8 5 H [ 4% VMnet2 vMotion 4% VMnet0 FZ 4L 2%

nicl

VMnetl | {7514

iSCSI 1At %
1-2-5 pEBHOGEINE

ESXi + vCenter + J5 54766, A J&— 158 VMware vSphere fifFih % .

(1) 3 £ ESXi k45 #% (FRIETE VMware TRIE M BHIML), H—5 BESXi IRF5AHA 4 M. —H
MOl 55 %, 55 —H Vmotion (528%), A —HRASAE BRI LS, I i — MU v A2 6 P9 265

(2) BT Ir g HLAAA IR, A1 vCenter RS #52 M ESXi—3 R4 4% FOVE NI ES

(3) Javufitt, TR StarWind 17 B AR SEBUIL S AAAE I RCR

(1202 | b FLBME LR, WERTHFRAMT 43MF, AEEHEH P, FAELEAMRN
T, AEREF, ATELTAR, B— S ESXiRFBA 83 MF: 2 M5 ML, 2 H44 vMotion
(iZ#45), 2RMBEEML, &G 2 MBS FIER L%,

FES1.2.2 IRA IP ik o

IR INA, &3 H 1P Hihk 3 1-2-1, 857 17 4 PR,
= 1-2-1 |IP HbhtkloHzE

| VMkernet EI/ES] RE FFE RS IP ttsht

Management Nework vmnicO SN (VMnet8) 192.168.10.2

ot VM Network 1 vmnic1 EHWMZE (VMnetO)
iISCSI vmnic2 FHERILE (VMnett ) 192.168.30.2
vMotion vmnic3 vMotion K ( VMnet2) 192.168.40.2
Management Nework vmnicO SN (VMnet8) 192.168.10.4

Eaxi VM Network 1 vmnic1 LS (VMnet0)
iSCSI vmnic2 FHERILE (VMnett ) 192.168.30.4
vMotion vmnic3 vMotion M4 (VMnet2) 192.168.40.4
vCenter ( ) BIEXLE (VMnet8) 192.168.10.8
Management Nework vmnicO BERLE (VMnet8) 192.168.10.6

ESXi-3 VM Network 1 vmnic1 ML (VMnet0)
ISCSI vmnic2 FEMLZS (VMnet1) 192.168.30.6
vMotion vmnic3 vMotion M4 (VMnet2) 192.168.40.6
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